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ABSTRACT. Understanding non-additive effects in the expression of quantitative traits is very important in genotype selection, especially in species where the commercial products are clones or hybrids. The use of molecular markers has allowed the study of non-additive genetic effects on a genomic level, in addition to a better understanding of its importance in quantitative traits. Thus, the purpose of this study was to evaluate the behavior of the GBLUP model in different genetic models and relationship matrices and their influence on the estimates of genetic parameters. We used real data of the circumference at breast height in *Eucalyptus* spp and simulated data from a population of *F₂* plants. Three commonly reported kinship structures in the literature were adopted. The simulation results showed that the inclusion of epistatic kinship improved prediction estimates of genomic breeding values. However, the non-additive effects were not accurately recovered. The
Fisher information matrix for real dataset showed high collinearity in estimates of additive, dominant, and epistatic variance, causing no gain in the prediction of the unobserved data and convergence problems. Estimates presented differences of genetic parameters and correlations considering the different kinship structures. Our results show that the inclusion of non-additive effects can improve the predictive ability or even the prediction of additive effects. However, the high distortions observed in the variance estimates when the Hardy-Weinberg equilibrium assumption is violated due to the presence of selection or inbreeding can converge at zero gains in models that consider epistasis in genomic kinship.
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INTRODUCTION

Genomic selection has now become a common practice in breeding programs. Choosing inappropriate models of direct regression in the genome can have a great interpretive impact on understanding the genetic architecture of populations in genomic analyses (Vitezica et al., 2013) as well as in decision making in breeding programs.

Considering the modeling of quantitative traits, great progress has been made in the last century. Sir Ronald Fisher proposed one of the first genetic models. This model assumes that quantitative traits are controlled by an infinite number of unconnected loci, with small additive effects of the same magnitude that follow a normal common distribution and depend on the allelic frequency of a reference population (Fisher, 1918).

Cockerham (1954) proposed an extension of the Fisher’s model, suggesting the breakdown of epistatic components in the interaction of different types of loci, such as additive-additive, additive-dominant, dominant-additive and dominant-dominant. Other genetic ad hoc models have been proposed. For example, Hayman and Mather (1955) established the genetic values as function of the genotypic values of individuals, regardless of the allelic frequency of the reference population. This model is popularly known as the metric F-infinite. The greatest drawback of this model is that the variance components and genetic effects are not decomposed in orthogonality, which can lead to inappropriate conclusions regarding the populations’ genetic architecture (Kao and Zeng, 2002; Zeng et al., 2005).

In principle, these models are often used in traditional analyses of the decomposition of variance components (Brim and Cockerham, 1961; Lee et al., 1968; Stuber and Moll, 1971). Non-addictive effects were also included in QTL mapping analysis (Cockerham and Zeng, 1996). However, few studies have thoroughly investigated the decomposition of variance components and genetic effects in direct regression models in the genome (Vitezica, et al., 2013).

Genetic effects can be decomposed into three classes of effects: i) additive, ii) dominance, and iii) epistasis. Additive effects are considered linear effects of each allele that are fully inheritable over generations. Dominance effects reflect the genotypic curvature in the function of the interaction of alleles of the same locus. Finally, epistatic effects are additional deviations due to a combination of two or more genes, i.e., a lack of additivity of the genotypic values of two different genes (Falconer and Mackay, 1996; Zeng et al., 2005).
Different concepts of epistasis are found in the literature. Functional epistasis describes the molecular action of proteins or other gene products that interact with each other in metabolic routes. Compositional epistasis refers to the classical idea of epistasis in which an allele of a given locus interferes with the expression of another locus and is then restricted to the individual. Statistical epistasis is defined as an average deviation of the resulting combination of alleles at different loci in a population of genotypes. This latter type of epistasis is most studied in quantitative genetics by the number of loci involved in the adaptability of an individual. For this reason, it is almost impossible to estimate the compositional epistasis for all loci (Phillips, 2008).

Understanding the importance of additive, dominant, and epistatic genetic effects in breeding populations is a key factor in choosing the parents in crosses, promising populations in recurrent selection schemes and selecting clones in perennial species where the fixation of epistatic and dominant effects may be applicable.

In this sense, the efficiency of genetic breeding programs of plants has greatly increased the potential for the exploitation of non-additive effects. In recent years, due to the development of large-scale genotyping techniques, such as genotyping-by-sequencing (GBS) (Elshire et al., 2011) and the reduction of the cost of genotyping, there has been great interest in the use of techniques aimed at exploring genomic information with a focus on minimizing costs in breeding programs (Heslot and Mark, 2014).

A large scientific effort is being directed towards increasing the effectiveness of these programs with the use of genomic analytical methods. Currently, the use of these techniques goes from understanding the genetic architecture of human intelligence to understanding the genetic mechanisms associated with plant resistance against pathogens (Davies et al., 2011; Edae et al., 2014).

The widespread adoption of models considering additive effects has been proposed in several studies due to the simplicity and importance of genetic interpretations (Massman et al., 2012; Albrecht et al., 2014; Technow et al., 2014). Models assuming dominance and epistatic effects have been proposed (Su et al., 2012; Vitezica et al., 2013; dos Santos et al., 2016) but are still rarely used in plant breeding, despite strong evidence that these models are important in understanding the genetic architecture of quantitative traits (Carlborg and Haley, 2004). As mentioned above, all these genetic models vary with the addition or removal of genetic effects or in the form of relatedness estimations between individuals of a current population, which have shown relationships relative to a reference population (Zeng et al., 2005; Van Raden, 2008; Powell et al., 2010; de Los Campos et al., 2013).

The GBLUP (best linear unbiased genomic predictor) is the most adopted direct regression model in genome statistical analysis due to its simplicity of interpretation and flexibility of modeling; it is also less computationally intensive and genetically intuitive (Gianola et al., 2014). Although recently proposed (Van Raden, 2008), the foundation of this model was previously explained (Henderson, 1984). The GBLUP is a model similar to the animal BLUP model, but instead of estimating the relationship between individuals by pedigree, the relationships are estimated by molecular markers. For many years, the BLUP model was widely used in animal breeding and less popularly in plant breeding (Smith et al., 2005; Piepho et al., 2008). The addition of non-additive effects in mixed models was first proposed by Henderson (1985), but not yet in the BLUP model. The biggest disadvantage of using this model is that epistasis is based on average relatedness, not considering information directly on the DNA level. Using the GBLUP model, it is possible to estimate not only the additive effects of molecular markers but also the dominance and epistatic effects at the genomic level.
Non-additive genetic effects are important in breeding programs, especially for species which are clonally propagated, such as *Eucalyptus* (Costa E Silva et al., 2004). Despite the large number of studies that have attempted to estimate these effects directly with regression models in the genome, few studies have compared, through simulation studies and real data, the accuracy of genetic effect estimates considering the full (with additive and non-additive effects) and the reduced models (with only additive effects).

Currently, one of the major statistical-genetic models under study is the improvement and increased prediction efficiency with the GBLUP model (Gianola et al., 2014). Thus, the three main objectives of this study were to i) examine a GBLUP model considering the first-order epistatic effects and the variance estimates based on Fisher information matrix; ii) determine which is the most convenient relationship matrix structure for the model evaluated; iii) obtain advanced results in an exploratory simulation study of the genetic control of parametric values; and iv) validate the findings with the genotypic data and real phenotypes of the *Eucalyptus* spp gender culture of the company Fibria S.A.

**MATERIAL AND METHODS**

**Study by simulation**

In the simulation stage study, the data were obtained via the QGene 4.3.1 software (Joehanes and Nelson, 2008). Forty QTL (quantitative trait loci) were simulated and distributed randomly in the genome: 20 QTLs of additive effects (a) and dominance (d) with effects equal to 5, and 20 other QTLs with epistatic effects of the additive-additive type (aa), additive-dominant (ad), and dominant-dominant (dd) effect of 2.5. The simulated population consisted of 500 individuals from an F$_2$ population with 10 chromosomes and an allelic frequency of 0.5.

At the end of the simulation, 500 genotypes were generated with 6080 simulated marks each. The simulated population parameters are shown in Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Simulated parametric values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>2000</td>
</tr>
<tr>
<td>$h^2_a$</td>
<td>0.30</td>
</tr>
<tr>
<td>$\sigma^2_a$</td>
<td>370</td>
</tr>
<tr>
<td>$\sigma^2_d$</td>
<td>125</td>
</tr>
<tr>
<td>$\sigma^2_{ad}$</td>
<td>31.25</td>
</tr>
<tr>
<td>$\sigma^2_{aa}$</td>
<td>31.25</td>
</tr>
<tr>
<td>$\sigma^2_{dd}$</td>
<td>7.81</td>
</tr>
<tr>
<td>$\sigma^2_e$</td>
<td>-</td>
</tr>
</tbody>
</table>

$\mu$: population mean; $h^2_a$: broad sense heritability; $\sigma^2_a$: additive genetic variance; $\sigma^2_d$: dominance genetic variance; $\sigma^2_{ad}$: additive-additive epistatic genetic variance; $\sigma^2_{ad}$: additive-dominance epistatic genetic variance; $\sigma^2_{dom}$: dominance-dominance epistatic genetic variance; $\sigma^2_e$: residual variance.

Table 1. Population parameter values used in the simulation process.
Study with real phenotypic and molecular data

All phenotypic data and SNP markers were provided by Fibria S.A. The data were from a population of hybrids derived from crosses between *E. grandis*, *E. urophylla*, and *E. globulus*. The population was evaluated in an unbalanced test with repetitions ranging from two to fourteen. The adopted experimental design was incomplete blocks with composite portions of a plant (single tree plot). The population was structured with 611 genotypes originating from 68 progenies.

The subjects were phenotyped at 24 months of age for the circumference at breast height (cm) (CAP). Parallel to the phenotyping process, the DNA of all tested plants was extracted. Genotyping was performed using the GBS technique proposed by Elshire et al. (2011), resulting in 49,201 SNPs. In low frequency marker alleles, there are certain restrictions in the kinship calculation (Endelman and Jannink, 2012). Thus, alleles were deleted with a frequency lower than 0.05 and higher than 0.95 in the construction of the molecular marker matrix, as well as markers with losses greater than 5%. After eliminating, the number of SNPs was reduced to 39,781. Lost markers were computed by the *A.mat* function, mean method of the rrBLUP package (Endelman, 2011) in the R software.

Statistical methods

In this paper, three classes of models were used: i) additive - GBLUP-A; ii) additive/dominant - GBLUP-AD, and iii) epistatic - GBLUP-EP. These models were adopted in the two stages of analysis, both with simulated data and the actual phenotypic data. Next, the general GBLUP model and variations I, II, and III will be described.

The general GBLUP model can be defined by the following equation:

\[ y = X\beta + Zg + e \]  

(Equation 1)

where the vector of phenotypic observations (y) is decomposed in the vector of fixed effects of the observations (X\(\beta\)), random effects (Zg), and error (e). The vector of fixed effects (X\(\beta\)) is obtained from the incidence matrix of fixed effects (X) multiplied by the vector of fixed effects (\(\beta\)). The matrix of random genetic effects (Zg) is the multiplication of the incidence matrix of random genetic effects (Z) by the vector of random genetic effects (g). The error vector (e) contemplates the error related to each observation. The n, k, and p indices are the number of phenotypic observations, fixed effects, and random genetic values, respectively.

Distributions of random effects are considered g ~ N (0, \(G\sigma^2_g\)) and e ~ N (0, \(I\sigma^2_e\)). The observations are considered as y ~ N (\(\mu\), V), where the matrix v is structured by:

\[ \text{Var}(y) = ZGZ'\sigma^2_g + I\sigma^2_e = V \]  

(Equation 2)

where G is a matrix of genetic variance-covariance (genomic relationship matrix), \(I\sigma^2_e\) is the residual variance-covariance matrix and V is the phenotypic variance-covariance matrix and \(\mu = X\beta\).
Genomic kinship structures

For each model, three additive relationship matrix structures (A) were used. The first is the A matrix proposed by VanRaden et al. (2008) (V):

$$ A = \frac{W_A W_A'}{2 \sum pq} $$

(Equation 3)

where $p$ is the frequency of the favorable allele and $q$ is the frequency of the unfavorable allele; $W_A$ is the deviation matrix of encoded markers by two (2 favorable alleles), 1 (a favorable allele), and 0 (no favorable allele) centralized in $2p$ (average of the favorable allele at a given locus); $2\sum pq$ is the sum of the locus variances.

The second matrix $A$ was proposed by Yang et al. (2010) (Y) as expressed below:

$$ A_{ij} = \begin{cases} 
1 + \frac{1}{N} \sum_{i} \frac{x_{ij}^2 - (1 + 2p_i)x_{ij} + 2p_i^2}{2p_iq_i}, & i = j \\
\frac{1}{N} \sum_{i} \frac{(x_{ij} - 2p_i)(x_{ik} - 2p_k)}{2p_iq_i}, & i \neq j 
\end{cases} $$

(Equation 4)

where $A_{ij}$ is Yang’s unified kinship matrix, in which $i$ is the position in the line of kinship in the matrix, $j$ is the position in the kinship column in the matrix, and $x_{ij}$ is the i-th element of the matrix $X$, which indicates how many favorable alleles (0.1 or 2) the j-th individual has in that considered locus. The setting of this matrix by the empirical formula was also proposed by Yang et al. (2010), as stated by the authors; it sought to eliminate the bias associated with the use of a finite number of loci.

$$ A_{adj}^{\text{adj}} = 1 - \frac{1}{\text{var}(A_{ij})} $$

(Equation 5)

The third matrix used was proposed by Meuwissen et al. (2011) (M):

$$ G = \frac{XX'}{N} + I * 10^{-4} $$

(Equation 6)

where $N$ is the number of SNPs and $X$ is the standard genotypic matrix with the element $x_{ij}$ calculated from the following expression:

$$ x_{ij} = \frac{g_{ij} - 2p_i}{\sqrt{2p_i(1 - p_i)}} $$

(Equation 7)
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_Where_ \( g_{ij} \) is the number of alleles in the genotype (0, 1, and 2) and \( p_j \) is the allele frequency of the \( j \)-th allele.

As stated by the authors, this matrix is equivalent to the matrix of Yang et al. (2010), but without separately calculating the diagonal and with the addition of a constant \((110^{-4})\) on the diagonal of the matrix to make it a positive definite.

The dominance matrices followed the same corrections of the additive, that is, to the array of VanRaden et al. (2008) using the equation proposed by Vitezica et al. (2013):

\[
D = \frac{W_d W_d'}{4 \sum (pq)^2}
\]  
(Equation 8)

where \( w_i = \begin{cases} -2q^2 & \text{for } A^1A^1 \\ 2pq & \text{for the genotypes } A^1A^2 \\ -2p^2 & \text{for } A^2A^2 \end{cases} \)  
(Equation 9)

The matrix \( D \) employed in Yang et al. (2010) model used the heterogeneous allelic frequency expression

\[
D_{ij} = \frac{1}{N} \sum w_i w_i / 4(p_i q_i)^2
\]  
(Equation 10)

The third matrix \( D \) in the model provided by Meuwissen et al. (2011) (M) was constructed according to the equation:

\[
D = \frac{W_d W_d'}{N}
\]  
(Equation 11)

where \( W_i \) of markers.

The matrices of epistatic kinship were obtained by Hadamard’s product (#) as follows: A#A, A#D, D#D, as shown by Henderson (1985) in the case of kinship matrices estimated by pedigree.

Thus, the complete model incorporating additive and epistatic effects is described by:

\[
y = X \beta + Zu + Z\delta + Zuu + Zu\delta + Z\delta^2 + e
\]  
(Equation 12)

In the additive model, the only genetic estimated value corresponds to the additive genetic value \( u \). Therefore, \( g = u \) and \( V = A\hat{\sigma}_u^2 + I\sigma_e^2 \).  
(Equation 13)
In the additive/dominant model, the dominance deviation \( \delta \) was incorporated in the model. Thus,

\[
g = u + \delta \quad \text{and} \quad V = A\hat{\delta}_\delta^2 + D\hat{\delta}_\delta^2 + I\sigma_e^2
\]  
(Equation 14)

The epistatic model was built by the addition of additive-additive epistatic (uu), additive-dominant (u\( \delta \)), and dominant-dominant (\( \delta \delta \)) variables. Consequently,

\[
g = u + \delta + uu + u\delta + \delta\delta
\]  
(Equation 15)

and the total phenotypic variance is given by:

\[
V = A\hat{\delta}_u^2 + D\hat{\delta}_\delta^2 + A\#A\hat{\delta}_{uu}^2 + A\#D\hat{\delta}_{u\delta}^2 + D\#D\hat{\delta}_{\delta\delta}^2 + I\sigma_e^2
\]  
(Equation 16)

The maximization of the restricted maximum likelihood function (REML) of all variance components for all models described above was performed using the expectation-maximization (EM) (Dempster, 1977) and the Fisher score (Longford, 1987) algorithms. All the programs were built in the R platform (R Development Core Team, 2011).

Correlations estimated in the study by simulation

The efficiency of the three models was evaluated by three measures. The first was the Pearson correlation \( r_{gg} \) between real genetic values (parametric) with genetic values estimated by different models. The other statistic was the heritability coefficient, estimated by:

\[
h_{gg}^2 = \frac{\sigma_g^2}{\sigma_g^2 + \sigma_e^2}
\]  
(Equation 17)

where \( \sigma_g^2 \) is composed of the variances related to the main isolated effects (\( \hat{\sigma}_u^2 \) and \( \hat{\sigma}_\delta^2 + \hat{\sigma}_u^2 \)) and with the inclusion of the effects \( \hat{\sigma}_{uu}^2, \hat{\sigma}_{u\delta}^2, \) and \( \hat{\sigma}_{\delta\delta}^2 \). The variance components estimated by the analysis were compared with the parametric values.

Study with real data: crossed validation and correlations

The cross-validation method used was k-fold. The set of 611 observations was randomly divided into six data groups, five groups consisting of 100 observations each and the last group consisting of 111 observations. The screening process sequentially eliminated each group in turn to be used as a validation population. The remaining subjects were used as a training population. The process was repeated until all the groups were used as the validation population. The efficiency was estimated in two steps, similar to the procedures used in the study by simulation. The first was the Pearson correlation between predicted values of the validation group, with the estimated genetic values in the analysis considering the six groups (611 observations). It is noteworthy that for these estimates, the genetic values...
Assessing non-additive effects in GBLUP model considering the six groups were only those estimated by the epistatic model. The second way of verifying the production efficiency was to use the heritability estimate (\( h^2_g \)), which was also used in the simulation study. Since the real data of the parameters are unknown, the expected information matrix was provided by the negative inverse of the Hessian to estimate the errors of the estimate and its covariance. Accordingly, we used the EM algorithm, and after convergence, an additional step of the Fisher score was applied. The Fisher information matrix was estimated to assess the precision of the variance components. Thus, the estimates of the standard deviations of the variance components were obtained by

\[
\sigma = \sqrt{\text{diag}(I_o)}
\]  

(Equation 18)

Where \( I_o \) is the expected information matrix obtained by the inverse of the negative of the Hessian matrix given by:

\[
I_o = \left[ \begin{array}{cccccc}
    P (PP) & P (PZA \cdot P) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot DZ) & P (PZA \cdot DZ) \\
    P (PZA \cdot P) & P (PZA \cdot P) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) \\
    P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) \\
    P (PZA \cdot DZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) \\
    P (PZA \cdot DZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) \\
    P (PZA \cdot DZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) & P (PZA \cdot AZ) \\
\end{array} \right]^{-1}
\]

(Equation 19)

where \( P = V^{-1} - V^{-1}X(X'V^{-1}X)^{-1}X'V^{-1} \) is the orthogonal projector.

RESULTS

Simulation results

The variance components estimated by the GBLUP-A, GBLUP-AD, and GBLUP-EP models of the simulated dataset and the three kinship structures are shown in Table 2.

The estimates of the variance components were similar for the three kinship matrices. However, in the epistatic model considering Yang’s matrix (Y), the component’s estimate \( \hat{\sigma}^{u\delta}_u \) was almost double in relation to the other kinship matrices approaching the parametric value. Despite this, the genetic variance estimated by this kinship structure in the epistatic model was similar to the others. There was no major change in the components of the additive and dominant variance when the epistatic effects were included in the model, which shows some orthogonality between these variance components.

In general, estimates of the variance components using the Y matrix showed a slightly greater magnitude relative to other matrices (Table 2). The kinship structures V and M showed very similar estimates to each other, which indicated that they captured the same information.

There was good accuracy in the additive genetic variance upon employing these kinship structures; however, the dominance variance almost doubled, and there was not good
accuracy in the variance components related to epistasis (Table 2). For example, the epistatic component estimated with more efficiency ($\hat{\sigma}_{u\delta}^2 = 10.53$) was still very far from the simulated parametric value ($\sigma_{u\delta}^2 = 31.25$). Considering the GBLUP-EP model, the $Y$ matrix was the most efficient in the estimation of the variance components $\hat{\sigma}_{u\delta}^2$ and $\hat{\sigma}_{u\delta}^2$; however, these estimates were far from the parametric values. For the GBLUP-A and GBLUP-AD models, we noted the opposite effect: the $V$ and $M$ matrices produced results closer to the simulated values. It is possible that, except for the epistatic components, all components were overestimated for the magnitude of the parameters.

Considering the additive effects shown in Figure 1, there was no difference in the estimated causal regions for different models and matrix structures, i.e., the different matrix structures did not produce significant changes in the identification of additive genes. In addition, the inclusion of dominance and epistatic effects did not change the pattern of graphics, which agrees with the marginal change in the variance components.

Considering the dominance effects of the markers, it is also possible to confirm the same results previously reported, namely, that high coincidence was observed in the estimated dominance effect using different models and different dominance relationship matrices (Figure 2).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>S</th>
<th>V</th>
<th>M</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\sigma}_a^2$</td>
<td>-</td>
<td>409.57</td>
<td>409.63</td>
<td>412.90</td>
</tr>
<tr>
<td>$\hat{\sigma}_e^2$</td>
<td>-</td>
<td>1826.14</td>
<td>1826.07</td>
<td>1823.40</td>
</tr>
<tr>
<td><strong>GBLUP-AD</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\sigma}_a^2$</td>
<td>-</td>
<td>413.15</td>
<td>413.18</td>
<td>416.80</td>
</tr>
<tr>
<td>$\hat{\sigma}_e^2$</td>
<td>-</td>
<td>233.17</td>
<td>233.21</td>
<td>233.23</td>
</tr>
<tr>
<td>$\hat{\sigma}_r^2$</td>
<td>-</td>
<td>646.32</td>
<td>646.39</td>
<td>650.03</td>
</tr>
<tr>
<td>$\hat{\sigma}_w^2$</td>
<td>-</td>
<td>1588.16</td>
<td>1588.05</td>
<td>1585.23</td>
</tr>
<tr>
<td><strong>GBLUP-EP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{\sigma}_a^2$</td>
<td>370.00</td>
<td>412.13</td>
<td>412.16</td>
<td>415.51</td>
</tr>
<tr>
<td>$\hat{\sigma}_e^2$</td>
<td>125.00</td>
<td>234.09</td>
<td>234.13</td>
<td>234.11</td>
</tr>
<tr>
<td>$\hat{\sigma}_{u\alpha}^2$</td>
<td>31.25</td>
<td>6.66</td>
<td>6.64</td>
<td>7.88</td>
</tr>
<tr>
<td>$\hat{\sigma}_{u\delta}^2$</td>
<td>31.25</td>
<td>5.75</td>
<td>5.79</td>
<td>10.33</td>
</tr>
<tr>
<td>$\hat{\sigma}_{d\delta}^2$</td>
<td>7.81</td>
<td>30.26</td>
<td>30.25</td>
<td>31.09</td>
</tr>
<tr>
<td>$\hat{\sigma}_{e}^2$</td>
<td>565.31</td>
<td>688.89</td>
<td>688.97</td>
<td>699.13</td>
</tr>
<tr>
<td>$\hat{\sigma}_w^2$</td>
<td>1546.47</td>
<td>1546.33</td>
<td>1537.06</td>
<td></td>
</tr>
</tbody>
</table>

$\mu$: population mean; $h^2_a$: broad sense heritability; $\hat{\sigma}_a^2$: additive genetic variance; $\hat{\sigma}_d^2$: dominance genetic variance; $\hat{\sigma}_{u\alpha}^2$: additive-additive epistatic genetic variance; $\hat{\sigma}_{u\delta}^2$: additive-dominance epistatic genetic variance; $\hat{\sigma}_{d\delta}^2$: dominance-dominance epistatic genetic variance; $\hat{\sigma}_e^2$: residual variance.
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Figure 1. Manhattan plot of the additive effects obtained using the three kinship structures (in order from top to bottom) Van Raden (V), Meuwissen (M), and Yang (Y), respectively. Distribution of the marker effects over the 10 chromosomes (each color is a chromosome). The parametric values of the markers were divided by a constant ($k = 125$) to stay on the same scale with the estimates obtained with the use of all kinship structures. The simulated values are the points represented with effect equal to 0.04. A. Additive model (GBLUP-A), B. additive-dominant model (GBLUP-AD), and C. epistatic model (GBLUP-EP). Only the positive effects of the markers estimated by GBLUP were plotted.

Figure 2. Manhattan plot of the dominance effects obtained using the three kinship structures (in order from top to bottom) Van Raden (V), Meuwissen (M), and Yang (Y), respectively. Distribution of the marker effects over the 10 chromosomes (each color is a chromosome) with its effects. The parametric values of the markers were divided by a constant ($k = 100$) to stay on the same scale with the estimates obtained using all kinship structures. The simulated values are the points represented with effect equal to 0.05. A. Additive-dominant model (GBLUP-AD), B. epistatic model (GBLUP-EP). The plotted values refer to the absolute effect markers.
The accuracy of the predictions of the genetic values was verified by the correlation between simulated and predicted values (Table 3). It was observed that the different matrices of kinship had the same performance. Nevertheless, there was an increase in the accuracy of the estimates of the additive effects when the model incorporated the dominance and epistatic effects. Considering the dominance effects, there was virtually no change in the estimated accuracy when epistatic effects were included. However, when taking into account the total genetic effects, it was noted that the predictive accuracy increases when considering the inclusion of non-additive effects in the model ($r_{ggr}^2 = 0.72-0.78$). The accuracy in the estimation of epistatic effects was of lesser magnitude, which shows that the estimation of epistatic effects using matrices of epistatic kinship via direct products is not precise. It is noteworthy that the accuracy of the estimates of epistatic effects of the additive-dominant type was very similar for all matrices, although the estimate of the variance component was almost double for matrix Y. In general, matrices V and M estimated closer values in relation to the simulated value.

### Table 3. Correlations of the simulated and estimated data considering the kinship structures V, M, and Y and estimated with additive (GBLUP-A), additive-dominant (GBLUP-AD), and epistatic (GBLUP-EP) models.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>GBLUP-A</th>
<th>GBLUP-AD</th>
<th>GBLUP-EP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>V</td>
<td>M</td>
<td>Y</td>
</tr>
<tr>
<td>$r_{uu}$</td>
<td>0.9052</td>
<td>0.9052</td>
<td>0.9051</td>
</tr>
<tr>
<td>$r_{gg}$</td>
<td>0.7217</td>
<td>0.7217</td>
<td>0.7219</td>
</tr>
<tr>
<td>$r_{gd}$</td>
<td>0.9137</td>
<td>0.9137</td>
<td>0.9136</td>
</tr>
<tr>
<td>$r_{gd}$</td>
<td>0.5092</td>
<td>0.5091</td>
<td>0.5092</td>
</tr>
<tr>
<td>$r_{gdd}$</td>
<td>0.7485</td>
<td>0.7484</td>
<td>0.7483</td>
</tr>
<tr>
<td>$r_{ggdd}$</td>
<td>0.9137</td>
<td>0.9137</td>
<td>0.9136</td>
</tr>
<tr>
<td>$r_{ggdd}$</td>
<td>0.5071</td>
<td>0.507</td>
<td>0.5069</td>
</tr>
<tr>
<td>$r_{ggdd}$</td>
<td>0.2564</td>
<td>0.2563</td>
<td>0.2557</td>
</tr>
<tr>
<td>$r_{ggdd}$</td>
<td>0.1407</td>
<td>0.1407</td>
<td>0.1407</td>
</tr>
<tr>
<td>$r_{ggdd}$</td>
<td>0.1236</td>
<td>0.1236</td>
<td>0.1238</td>
</tr>
<tr>
<td>$r_{ggdd}$</td>
<td>0.7856</td>
<td>0.7855</td>
<td>0.7849</td>
</tr>
</tbody>
</table>

Estimates of heritability coefficients are shown in Table 4. As expected, there was great similarity between the heritability coefficients in almost all cases. However, the $h^2_{uu}$ estimate for matrix Y was practically twice that of the others, which was expected considering the variance of the $\hat{\sigma}^2_{uu}$ component. Estimated by this matrix.

Heritabilities were overestimated in all possible configurations, especially the ones regarding the additive and dominant effects. For all the epistatic components except for the component $h^2_{uu}$, all values obtained overestimated the heritability values. The GBLUP-EP model inflated the heritability estimates in the wide sense ($h^2_g$) for all the kinship matrices, which ranged from 0.3254 for the V and M matrices to 0.3295 for matrix Y.
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Table 4. Heritabilities of the simulated data (S) and estimated by the models with epistatic kinship structures V, M, and Y, using the additive (GBLUP-A), additive-dominant (GBLUP-AD) and epistatic (GBLUP-EP) models.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>GBLUP-A</th>
<th>GBLUP-AD</th>
<th>GBLUP-EP</th>
</tr>
</thead>
<tbody>
<tr>
<td>h²_u</td>
<td>0.2034</td>
<td>0.2057</td>
<td>0.1014</td>
</tr>
<tr>
<td>h²_g</td>
<td>0.3073</td>
<td>0.3085</td>
<td>0.3073</td>
</tr>
<tr>
<td>h²_u(\delta)</td>
<td>0.0136</td>
<td>0.0029</td>
<td>0.0034</td>
</tr>
<tr>
<td>h²_g(\delta)</td>
<td>0.0136</td>
<td>0.0025</td>
<td>0.0046</td>
</tr>
<tr>
<td>h²_u(\delta)</td>
<td>0.0034</td>
<td>0.0128</td>
<td>0.0132</td>
</tr>
<tr>
<td>h²_g(\delta)</td>
<td>0.2466</td>
<td>0.3254</td>
<td>0.3255</td>
</tr>
<tr>
<td>(\delta)²</td>
<td></td>
<td></td>
<td>0.0034</td>
</tr>
<tr>
<td>(\delta)²</td>
<td></td>
<td></td>
<td>0.0046</td>
</tr>
</tbody>
</table>

It should be noted that the best estimates were obtained by matrix M for the components \(h²_u\) and \(h²_g\) in the GBLUP-AD model, with values very close to the simulation values.

Real data results

The estimates of the variance components associated with the genetic analysis of the *Eucalyptus* spp population are shown in Table 5. It was noted that in the GBLUP-A model, there was little difference in the magnitude of the additive components of variance with the use of all tested kinship matrices. With the inclusion of the dominance effect (the GBLUP-AD model), a slight reduction in matrices M and Y and a greater reduction in matrix V in the magnitude of the estimates of the additive effects were observed on the expression of the CAP trait. In the same model, the standard deviation (SD) of the estimated \(\delta\)² component was higher than actual value for the parameter, indicating the low precision of this estimate. With the addition of epistatic effects in the model, the value of estimates for the \(\delta\)² component was reduced in relation to the other models tested, considering all kinship structures. However, this reduction was more evident in the Van Raden matrix.

Comparatively, the residual variance decreased pronouncedly when the non-additive effects were included in the model under the Van Raden matrix when compared to the other structures. In the case of the M and Y matrices, the inclusion of non-additive effects had little influence on the total variance, and the reduction in the residual variance was marginal. At first glance, one may assume that the Van Raden (V) structure would be the best choice. However, when observing the error associated with each of the estimates of non-additive genetic variances, there is great uncertainty and the inclusion of these effects becomes questionable.
Furthermore, the drastic decrease in the estimation of the dominant and additive components upon the inclusion of epistatic effects reflects high covariance between these parameters in the model (Figure 3). In this graph, it is evident that there was high covariance between the estimates of variance components, and unlike what occurred with the simulated data, the inferences were highly compromised (Figure 4). In the latter case, the expected information matrices were practically diagonals, which resulted in less influence of the insertion of epistatic effects in the dominant and additive variances as well as gains in predictive accuracy. These observations agree with those found by Muñoz et al. in 2014.

**Figure 3.** Heat map for the correlation of the variance components obtained by the expected Fisher’s information matrix in the real data. The additive, dominant, and epistatic variances are represented by $u$, $\delta$, $uu$, $u\delta$, and $\delta\delta$. The letters V, M, and Y correspond to the Van Raden, Meuwissen, and Yang matrices, respectively.

**Figure 4.** Heat map for the correlation of the variance components obtained by the expected Fisher’s information matrix in the simulated data. The additive, dominant, and epistatic variances are represented by $u$, $\delta$, $uu$, $u\delta$, and $\delta\delta$. The letters V, M, and Y correspond to the Van Raden, Meuwissen, and Yang matrices, respectively.
Table 5 shows that the errors associated with non-additive components were much higher than the estimated values. However, considering that the Y and M matrices’ non-additive values were of low magnitude, the influence of these components in the overall analysis did not affect the results.

The low efficiency in estimating non-epistatic effects caused the Van Raden matrix to be slightly inferior in the prediction of phenotypic values in relation to Yang and Meuwissen’s matrix (Table 6). In general, the Meuwissen matrix was superior in predicting the phenotypic values and was the only one that positively included the non-epistatic effects. This result is reflected in the reduction of residues as the best predictive capacity considering all of the results of the 6-fold analysis.

The gains in accuracy considering the non-additive genetic effects may be misleading because they reflect only the results of a linear combination, which was not able to improve the predictability of the model in the phenotypic data. Moreover, in all cases, the predictions of epistatic effects per se were low and negative. This result shows that increasing the complexity of the model produced no gains in accuracy in the real data set as was observed as simulated data.

Table 5. Variance components of the analysis of real data of the *Eucalyptus* spp estimated by the kinship structures V, M, and Y epistatic, with the additive (GBLUP-A), additive-Dominant (GBLUP-AD), and epistatic (GBLUP-EP) models.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GBLUP-A</th>
<th>V</th>
<th>M</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_{u}$</td>
<td>4.319 ± 1.34</td>
<td>4.32 ± 1.36</td>
<td>4.09 ± 1.28</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{e}$</td>
<td>14.52</td>
<td>14.23</td>
<td>14.48</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GBLUP-AD</th>
<th>V</th>
<th>M</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_{u}$</td>
<td>3.74 ± 1.36</td>
<td>4.21 ± 1.36</td>
<td>3.9 ± 1.27</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{d}$</td>
<td>1.53 ± 1.62</td>
<td>0.35 ± 0.53</td>
<td>0.44 ± 0.52</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{g}$</td>
<td>5.27</td>
<td>4.56</td>
<td>4.34</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{e}$</td>
<td>13.58</td>
<td>14.01</td>
<td>14.07</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>GBLUP-EP</th>
<th>V</th>
<th>M</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma^2_{u}$</td>
<td>2.47 ± 1.43</td>
<td>4.22 ± 1.56</td>
<td>3.81 ± 1.59</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{d}$</td>
<td>0.70 ± 1.99</td>
<td>0.24 ± 1.27</td>
<td>0.25 ± 2.02</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{g}$</td>
<td>5.09 ± 5.42</td>
<td>0.09 ± 1.64</td>
<td>0.30 ± 2.23</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{ad}$</td>
<td>0.16 ± 14.14</td>
<td>0.02 ± 1.30</td>
<td>0.06 ± 1.95</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{ab}$</td>
<td>0.20 ± 13.58</td>
<td>0.002 ± 0.04</td>
<td>0.004 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{eb}$</td>
<td>8.607</td>
<td>4.57</td>
<td>4.44</td>
<td></td>
</tr>
<tr>
<td>$\sigma^2_{e}$</td>
<td>10.33</td>
<td>14.01</td>
<td>13.97</td>
<td></td>
</tr>
</tbody>
</table>

CP: component estimate; SD: standard deviation of the estimates. The standard error of the epistatic variance components was estimated from a round in the Fisher’s score algorithm, using the values converted by the expectation-maximization algorithm.
DISCUSSION

The incorporation of non-additive effects may increase the prediction accuracy in the study of quantitative traits. The use of molecular markers with the GBLUP model allows for the direct use of these effects at the genomic level, mainly the dominance effects as shown by our results. Decomposition of variance components without the use of molecular markers requires structured populations with a known segregation pattern (pedigree), which allows for the isolation of genetic components of a non-addictive nature. These designs require significant spending on phenotyping and time, and they are not feasible in commercial breeding programs (Bernardo, 2010). Moreover, it is expected that the estimation of genetic parameters considering only pedigree information is biased and does not consider Mendelian segregation and the genetic link between individuals with unknown kinship. Thus, some studies in the literature report higher accuracy in estimating variance components when using a genomic relationship matrix (Muñoz et al., 2014; Bouvet et al., 2016).

Kinship matrix

As emphasized in the methodology, the phenotypic and genotypic data set was simulated considering the allelic frequency of 0.5 and the absence of inbreeding. In this condition, it was expected that the GBLUP models with the V and M structures would show similar results due to the mathematical expression of the kinship calculation, a fact that was confirmed by the results obtained in this study. However, there was variation in the estimates of the components between the V and M structures for the real data set, in which the allelic frequency was different from 0.5 and there was a strong deviation from the expected values by Hardy-Weinberg balance (only 7.15% markers presented Hardy-Weinberg equilibrium). Our results confirm those obtained by Meuwissen et al. (2011), who did not observe significant differences when using these M and Y kinship structures in a simulation procedure. However, these same authors state that they opted for the use of the M matrix, since it assigns a greater

Table 6. Correlation analysis of real data for the Eucalyptus spp estimated by the epistatic kinship structure models V, M, and Y, with the additive (GBLUP-A), additive-dominant (GBLUP-AD), and epistatic (GBLUP-EP) models.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>GBLUP-A</th>
<th>GBLUP-M</th>
<th>GBLUP-Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>r_{uu}</td>
<td>0.852 ± 0.049</td>
<td>0.827 ± 0.046</td>
<td>0.832 ± 0.049</td>
</tr>
<tr>
<td>r_{uf}</td>
<td>0.223 ± 0.077</td>
<td>0.238 ± 0.073</td>
<td>0.234 ± 0.071</td>
</tr>
<tr>
<td>r_{ff}</td>
<td>0.856 ± 0.047</td>
<td>0.827 ± 0.045</td>
<td>0.834 ± 0.048</td>
</tr>
<tr>
<td>r_{dd}</td>
<td>0.613 ± 0.066</td>
<td>0.356 ± 0.252</td>
<td>0.346 ± 0.244</td>
</tr>
<tr>
<td>r_{ud}</td>
<td>0.794 ± 0.063</td>
<td>0.802 ± 0.054</td>
<td>0.811 ± 0.057</td>
</tr>
<tr>
<td>r_{uf}</td>
<td>0.22 ± 0.077</td>
<td>0.238 ± 0.077</td>
<td>0.236 ± 0.075</td>
</tr>
</tbody>
</table>
| SD: standard deviation among the estimates obtained in the k-fold.
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weight to low frequency alleles, which are causal alleles in the expression of quantitative traits. This statement, although intuitive from a genetic point of view, is limited from a mathematical one. As emphasized by Endelman (2011), in the formulation of the construction of the M and Y matrices, in situations with low frequency alleles, these matrices tend to have elements tending to infinity. Therefore, loci with an allelic frequency of less than 0.01 and greater than 0.91 are eliminated. These results suggest that significant differences are not expected when choosing matrices M or Y, especially with low inbreeding. Thus, the genetic information retrieved by these arrays is practically identical.

Yang et al. (2010) state that the Y matrix, proposed in their study, estimates the total genetic variance in a non-biased way, as the construction of this matrix occurs with a setting that eliminates the restriction of the use of a sample of finite size, a fact that is not valid for matrices V and M. Our results, however, did not confirm this statement, given that the estimates of the components of the Y matrix were the most distant of the simulated values in the GBLUP-EP model, even in ideal conditions of allelic frequency equal to 0.5 and Hardy-Weinberg equilibrium.

Decomposition of variance components

A desirable property for modeling is to obtain models that promote the decomposition of variance components and effects of orthogonal manner, that is, in the case of genetic models, where there are no confounding variables between the values of the components obtained by the decomposition of the total variance or the total genetic value. There are three situations in which this phenomenon may occur: i) the presence of linkage disequilibrium; ii) using incidence matrices without orthogonality; and iii) the presence of genotype by environment (Zeng et al., 2005; Gianola et al., 2014). In the GBLUP model, this restriction would be the lack of orthogonality related to the marker centered matrix (W), used for the construction of kinship matrices (Material and Methods). An even more serious problem is encountered in the construction of the epistatic kinship matrix, first suggested by Henderson (1985) and recently proposed by Su et al. (2012) in the GBLUP since this matrix is inconsistent with the metric proposed by Cockerham (1954).

In the first proposal by Henderson (1985), he only suggested the multiplication of the direct matrix; for example, the matrix AA is constructed by the direct product $A \# A$ or with the preparation of all pairwise combinations between the markers to thereby construct the epistatic orthogonal matrix (Kao and Zeng, 2002; Zeng et al., 2005). A limitation of this procedure is the high level of computational resources needed to obtain these matrices in hyper-parameterization conditions.

When epistatic models are adjusted, it is necessary to determine whether the assumptions of orthogonality are met. In the GWS context, the incidence matrix of the markers is assumed to belong to a binomial distribution with an average $2p$ and a variance $2p(1-p)$. These two parameters are used for the construction of the kinship matrices V, M, and Y. In these situations, the SNPs (2, 1, 0) should segregate with probability $(p^2, 2p(1-p), q^2)$. However, if there is selection and inbreeding in the population, the expected segregation is given by $[p^2(1+f), 2p(1-p)(1-f), p^2(1+f)]$ where $f$ is the inbreeding coefficient or covariance between alleles. In such a scenario, there is no guarantee of orthogonality between the additive effects and dominance effects; consequently, the effects of epistasis are highly correlated. The orthogonality between dominance and additive effects comes from the assumption of the non-
linear effect of a polynomial or just because of the residue from the lack of adjustment of a linear additive model (Cockerham, 1954).

For example, consider data from an SNP where there are 5 individuals with genotypes (2, 2, 1, 0, 0). It is easy to see that this SNP exhibits inbreeding and the allelic frequency is 0.5. Considering the dominance matrix, the expected result is $W_d = (-0.5, -0.5, 0.5, -0.5, -0.5)^t$ and the additive vector is given by $W = (1, 1, 0, -1, -1)^t$. Therefore, the covariance between $W$ and $W_d$ is null and the orthogonal effects are guaranteed. However, changing from a 0 to 1 for this SNP changes the allelic frequency to 0.6 and the covariance between additive and dominance effects rises to 0.04. In order to ensure orthogonality in this frequency (0.6), SNPs coded as 2, 1, and 0 should follow a binomial distribution (or Hardy-Weinberg equilibrium) with probabilities $p^2 = 0.36$, $2p(1-p) = 0.48$, $q^2 = 0.16$, respectively.

Thus, it is apparent that inbreeding population at an allelic frequency equal to 0.5 guarantees the orthogonality between different effects but frequencies different from 0.5 requires Hardy-Weinberg equilibrium. The lack of orthogonality may cause bias in the estimates of components of variance and problems with convergence. Our results demonstrate that in simulation conditions where the allele frequency is 0.5, all components were estimated orthogonally. This is clear because the behavior of the variance components did not change much when the model was minimal (purely additive) or maximum (main and epistatic effects). Moreover, the Hessian matrix showed a quasi-diagonal structure, resulting in faster convergence of the EM algorithm and low estimated variances. However, in the population of eucalyptus, which showed allelic frequencies ranging from 0.02 to 0.73 and in only 7.15% of the loci in Hardy-Weinberg equilibrium, the loss of orthogonality was evident when analyzing the changes in the variance components and structure of the Hessian matrix. With regard to this structure, the presence of high values in the off diagonal drastically alters the estimated error and may force the algorithm to exhibit Heywood cases and non-convergence.

Due to these problems in orthogonality, there was no predictive advantage for the real data when non-additive effects were used, and the marginal gain/loss regarding each effect only reflects a re-arrangement of linear combinations (Table 6). However, it is clear that if the population does not show inbreeding and a frequency of 0.5, the advantages of including non-additive effects in the model are evident, even if the latter effects and their variancee are not well estimated due to imposed assumptions of the dominance of kinship and epistatic matrices (Hadamard product).

Problems with the lack of orthogonality in the decomposition of variance components have also been reported by Su et al. (2012) and Bouvet et al. (2016) using the GBLUP-EP model.

**Analysis of Eucalyptus spp**

This article is the first to use the GBLUP-EP model in the study of additive and non-additive components to the CAP trait in species of *Eucalyptus* spp. In addition, it evaluated the effectiveness of three kinship matrices that represented the constructs that appear frequently in the literature. The results revealed a predominance of additive effects in relation to other effects for any kinship matrix used. It was also observed a low contribution of the epistasis effects, as evidenced by the small magnitude of variance components and the heritability of these components (Table S1). These results, although unreliable according to previous descriptions, agree with the results obtained by other authors (Costa E Silva et al., 2004; Araujo et al., 2012), which, despite having used the BLUP model with pedigree information,
also observed the predominance of additive effects in relation to others. Using marker data, Bouvet et al. (2016) also found a strong predominance of additive effects or the height trait in the species of *Eucalyptus grandis*.

It is noted that additive genetic variance, considering all kinship matrices, was reduced as other effects were added to the model, which shows that in less complex models, additive variance is inflated by non-additive effects when orthogonality is not guaranteed. These observations were also reported by Muñoz et al. (2014) and Bouvet et al. (2016). From the breeder’s point of view, these results suggest the importance of considering the analysis of the expected Fisher information matrix for the non-additive effects in the model; otherwise, the genetic parameters used in decision making will be compromised.

Based on these results, we conclude that the inclusion of non-additive effects in the model can improve predictive accuracy, but in populations that have been strongly influenced by selection or inbreeding, additive and non-additive effects are not properly orthogonal and may show a low accuracy of the variance components that does not reflect a real increase in predictive accuracy. The different kinship matrices produced similar results with regard to estimates of additive variance, but were poor in the estimation of non-additive variances. The ability of the epistatic model in improving estimates is questionable if some presuppositions of the Cockerham’s polynomial model are violated.
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Supplementary material

**Table S1.** Heritability estimates of the real data of *Eucalyptus* spp considering the kinship matrices V, M and Y in the additive (GBLUP-A), additive-dominant (GBLUP-AD), and epistatic (GBLUP-EP) models.